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How universal is human conceptual structure? The way concepts
are organized in the human brain may reflect distinct features of
cultural, historical, and environmental background in addition to
properties universal to human cognition. Semantics, or meaning
expressed through language, provides indirect access to the un-
derlying conceptual structure, but meaning is notoriously difficult
to measure, let alone parameterize. Here, we provide an empirical
measure of semantic proximity between concepts using cross-
linguistic dictionaries to translate words to and from languages
carefully selected to be representative of worldwide diversity. These
translations reveal cases where a particular language uses a single
“polysemous” word to express multiple concepts that another lan-
guage represents using distinct words. We use the frequency of such
polysemies linking two concepts as a measure of their semantic
proximity and represent the pattern of these linkages by a weighted
network. This network is highly structured: Certain concepts are far
more prone to polysemy than others, and naturally interpretable
clusters of closely related concepts emerge. Statistical analysis
of the polysemies observed in a subset of the basic vocabulary shows
that these structural properties are consistent across different lan-
guage groups, and largely independent of geography, environment,
and the presence or absence of a literary tradition. The methods
developed here can be applied to any semantic domain to reveal
the extent to which its conceptual structure is, similarly, a universal
attribute of human cognition and language use.

polysemy | human cognition | semantic universals | conceptual structure |
network comparison

The space of concepts expressible in any language is vast. There
has been much debate about whether semantic similarity of

concepts (i.e., the layout of this space) is shared across languages
(1–9). On the one hand, all human beings belong to a single species
characterized by, among other things, a shared set of cognitive
abilities. On the other hand, the 6,000 or so extant human languages
spoken by different societies in different environments across the
globe are extremely diverse (10–12). This diversity reflects accidents
of history as well as adaptations to local environments. Notwith-
standing the vast and multifarious forms of culture and language,
most psychological experiments about semantic universality have
been conducted on members of Western, educated, industrial, rich,
democratic (WEIRD) societies, and it has been questioned whether
the results of such research are valid across all types of societies (13).
The fundamental problem of quantifying the degree to which con-
ceptual structures expressed in language are due to universal prop-
erties of human cognition, as opposed to the particulars of cultural
history or the environment inhabited by a society, remains unresolved.
A resolution of this problem has been hampered by a major

methodological difficulty. Linguistic meaning is an abstract construct
that needs to be inferred indirectly from observations, and hence is
extremely difficult to measure. This difficulty is even more apparent
in the field of lexical semantics, which deals with how concepts are
expressed by individual words. In this regard, meaning contrasts both
with phonetics, in which instrumental measurement of physical

properties of articulation and acoustics is relatively straightforward,
and with grammatical structure, for which there is general agreement
on a number of basic units of analysis (14). Much lexical semantic
analysis relies on linguists’ introspection, and the multifaceted di-
mensions of meaning currently lack a formal characterization. To
address our primary question, it is necessary to develop an empirical
method to characterize the space of concepts.
We arrive at such a measure by noting that translations uncover

the alternate ways that languages partition meanings into words.
Many words are polysemous (i.e., they have more than one
meaning); thus, they refer to multiple concepts to the extent that
these meanings or senses can be individuated (15). Translations
uncover instances of polysemy where two or more concepts are
fundamentally different enough to receive distinct words in some
languages, yet similar enough to share a common word in other
languages. The frequency with which two concepts share a single
polysemous word in a sample of unrelated languages provides a
measure of semantic similarity between them.
We chose an unbiased sample of 81 languages in a phylogeneti-

cally and geographically stratified way, according to the methods of
typology and universals research (12, 16–18) (SI Appendix, section I).
Our large and diverse sample of languages allows us to avoid the
pitfalls of research based solely on WEIRD societies. Using it, we
can distinguish the empirical patterns we detect in the linguistic data
as contributions arising from universal conceptual structure from
those contributions arising from artifacts of the speakers’ history or
way of life.

Significance

Semantics, or meaning expressed through language, provides in-
direct access to an underlying level of conceptual structure. To
what degree this conceptual structure is universal or is due
to properties of cultural histories, or to the environment inhabited
by a speech community, is still controversial. Meaning is notori-
ously difficult to measure, let alone parameterize, for quantitative
comparative studies. Using cross-linguistic dictionaries across lan-
guages carefully selected as an unbiased sample reflecting the
diversity of human languages, we provide an empirical measure
of semantic relatedness between concepts. Our analysis uncovers
a universal structure underlying the sampled vocabulary across
language groups independent of their phylogenetic relations,
their speakers’ culture, and geographic environment.

Author contributions: H.Y., E.S., C.M., J.F.W., W.C., and T.B. designed research; H.Y., L.S., E.S.,
C.M., J.F.W., I.M., and T.B. performed research; L.S. andW.C. collected the data; H.Y., E.S., C.M.,
J.F.W., I.M., W.C., and T.B. analyzed data; and H.Y., E.S., C.M., W.C., and T.B. wrote the paper.

The authors declare no conflict of interest.

This article is a PNAS Direct Submission.

Freely available online through the PNAS open access option.
1To whom correspondence may be addressed. Email: visang@santafe.edu or tanmoy@
lanl.gov.

This article contains supporting information online at www.pnas.org/lookup/suppl/doi:10.
1073/pnas.1520752113/-/DCSupplemental.

1766–1771 | PNAS | February 16, 2016 | vol. 113 | no. 7 www.pnas.org/cgi/doi/10.1073/pnas.1520752113

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1520752113/-/DCSupplemental/pnas.1520752113.sapp.pdf
http://crossmark.crossref.org/dialog/?doi=10.1073/pnas.1520752113&domain=pdf
mailto:visang@santafe.edu
mailto:tanmoy@lanl.gov
mailto:tanmoy@lanl.gov
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1520752113/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1520752113/-/DCSupplemental
www.pnas.org/cgi/doi/10.1073/pnas.1520752113


There have been several cross-linguistic surveys of lexical poly-
semy, and its potential for understanding historical changes in
meaning (19) in domains such as body parts (20), cardinal directions
(21), perception verbs (22), concepts associated with fire (23), and
color metaphors (24). We add a new dimension to this existing body
of research by using polysemy data from a systematically stratified
global sample of languages to measure degrees of semantic similarity
between concepts.
Our cross-linguistic study starts with a subset of concepts from the

Swadesh list (25–28). Most languages express these concepts using
single words. From the list, we chose 22 concepts that refer to
material entities (e.g., STONE, EARTH, SAND, ASHES), celestial
objects (e.g., SUN, MOON, STAR), natural settings (e.g., DAY,
NIGHT), and geographic features (e.g., LAKE. MOUNTAIN)
rather than body parts, social relations, or abstract concepts. The
chosen concepts are not defined a priori with respect to culture,
perception, or the self; yet, familiarity and experience with them are
influenced by the physical environment that speakers inhabit.
Therefore, any claim of universality of lexical semantics needs to be
demonstrated in these domains first. The detailed criteria of data
selection are elaborated in Materials and Methods and SI Appendix,
section I.

Constructing Semantic Network from Translations
We represent semantic relations obtained from dictionary transla-
tions of the chosen concepts as a network. Two meanings are linked
if they can be reached from one another by a translation into some
language and then back. The link is weighted by the number of such
paths (of length 2), that is, the number of polysemous words that
represent both meanings (details are provided in Materials and
Methods). Fig. 1 illustrates the construction with examples from two
languages. Translating the word SUN into Lakhota results in wí and
áηpawí. Although the latter picks up no other meaning, wí is poly-
semous: it possesses additional meanings of MOON and month, so
they are linked to SUN in the network. A similar polysemy is ob-
served in Coast Tsimshian, where gyemk, the translation of SUN,

also means heat, thus providing a link between SUN and heat. We
write the initial Swadesh concepts (SUN and MOON in this ex-
ample) in capital letters, whereas other concepts that arise through
translations (month and heat here) are written in lowercase letters.
We restrict our study to the neighborhood of the initial Swadesh
concepts, so further translations of these latter concepts are not
followed.
With this approach, we can construct a semantic network for each

individual language. It is conceivable, however, that a group of lan-
guages bears structural resemblances as a result of the speakers’
sharing common historical or environmental features. A link between
SUN and MOON, for example, recurs in both languages illustrated
in Fig. 1, yet does not appear in many other languages, where other
links are seen instead. Thus, for example, SUN is linked to divinity
and time in Japanese and to thirst and DAY/DAYTIME in the
Khoisan language !Xóõ. The question is then the degree to which
these semantic networks are similar across language groups, reflecting
universal conceptual structure, and the extent to which they are
sensitive to cultural or environmental variables, such as phylogenetic
history, climate, geography, or the presence of a literary tradition. We
test such questions by constructing aggregate networks from groups of
languages that share a common cultural and environmental property
and comparing these networks between different language groups.

Semantic Clusterings
As a point of comparison for the networks obtained from such
groups of languages, we show the network obtained from the entire
set of languages in Fig. 2 and SI Appendix, Fig. S6, displaying only
the links that appear more than once. This network exhibits the
broad topological structure of polysemies observed in our data. It
reveals three almost disconnected clusters of concepts that are far
more prone to polysemy within each cluster than between them.
These clusters admit a natural semantic interpretation. Thus, for
example, the semantically most uniform cluster, colored in blue,
includes concepts related to water. A second, smaller cluster, col-
ored in yellow, groups concepts related to solid natural materials
(e.g., STONE/ROCK, MOUNTAIN) and associated landscape
features (e.g., forest, clearing, highlands). The third cluster, colored
in red, is more diverse, containing terrestrial terms (e.g., field, floor,
ground, EARTH/SOIL), celestial objects [e.g., CLOUD(S), SKY,
SUN, MOON], and units of time (e.g., DAY, NIGHT, YEAR).
Although the clustering is strong, there do exist rare polysemies
that occur only once in our dataset (and are thus not displayed in
Fig. 2) connecting the three clusters. Thus, for example, CLOUD(S)
is polysemous with lightning in Albanian, whereas the latter is
polysemous with STONE/ROCK in !Xóõ, and whereas holy place
is a polysemy for MOUNTAIN in Kisi, it is instead polysemous
with LAKE in Wintu. The individual networks including such
weak links can be accessed in our web-based platform (29).
The links defining each of the three clusters can be understood

in terms of well-known kinds of polysemies: metonymies (polysemy
between part and whole) and commonly found semantic extension
to hypernyms (more general concepts), hyponyms (more specific
concepts), and cohyponyms (specific concepts belonging to the
same category). The first cluster contains both liquid substances
and topographic features metonymically related to water. The
substance polysemies in this cluster are various liquids, cohypo-
nyms of WATER. The topographic polysemies (e.g., LAKE,
RIVER) are also linked as cohyponyms under “body of water” and
“flowing water.” Similarly, in the third cluster, the bridge between
the terrestrial and celestial components is provided by the hypo-
nyms of “granular aggregates,” which span both the terrestrial
EARTH/SOIL, DUST, and SAND and the airborne SMOKE
and CLOUD(S).

Evidence for Universal Semantic Structure
The semantic network across languages reveals a universal set of
relationships among these concepts that possibly reflects human
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Fig. 1. Schematic figure of the construction of semantic networks. (A) Bipartite
semantic network constructed through translation (links from the first layer to the
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for the cases of MOON and SUN in two American languages: Coast Tsimshian (red
links) and Lakhota (blue links). We write the starting concepts from the Swadesh
list (SUN, MOON) in capital letters, whereas other concepts that arise through
translation (month, heat) are in written in lowercase letters. (B) We link each pair
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paths. (C) Resulting weighted graph. More methodological information can be
found in SI Appendix, section II.
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conceptualization of these semantic domains (8, 12, 30). Alterna-
tively, it has been postulated that such semantic relations are
strongly influenced by the physical environment that human soci-
eties inhabit (31).
To address this question, we group the languages by various

factors (SI Appendix, Table SIII) comprising the geography, cli-
mate, or topography of the region where they are spoken, and
the presence or absence of a literary tradition in them, and we
test the effect of these factors on the semantic network. We
measured the similarity between these groups’ semantic networks
in several ways. First, we measured the correlation between the
commute distances (32) between nearby concepts (Materials and
Methods and SI Appendix, section III A 1). Then, to compare these
networks’ large-scale structure, we clustered the concepts in each
network hierarchically as a dendrogram (SI Appendix, Fig. S8) and
compared them using two standard tree metrics (33–35): the
triplet distance (Dtriplet) and the Robinson–Foulds distance (DRF)
(Materials and Methods and SI Appendix, section III A). To test
whether these networks are more similar than what we would
expect by chance, we performed bootstrap experiments, where we
compared each network with the one where the concepts were
randomly permuted (SI Appendix, section III). As shown by the p1
values in Fig. 3, in every case, the networks of real language groups
are far more similar to each other than to these randomly per-
muted networks, allowing us to reject decisively the null hypoth-
esis that these semantic networks are completely uncorrelated
(statistical details are provided in SI Appendix, section III B).

All these tests thus establish that different language groups do
indeed have semantic structure in common. To explore this universal
semantic structure further, we tested a null hypothesis at the other
extreme, that cultural and environmental variables have no effect on
the semantic network. For this purpose, we performed a different
kind of bootstrap experiment, where we replaced each language
group with a random sample of the same size from the set of lan-
guages. As denoted by p2 in Fig. 3, we find that, with rare exceptions,
there is no statistical support (SI Appendix, section III B) for the
hypothesis that the differences between the language groups studied
are any larger than between random groups of the same size. This
fact means that the impacts of cultural and environmental factors are
weaker than what can be established with our dataset; thus, our
results are consistent with the hypothesis that semantic clustering
structure is independent of culture and environment in these
semantic domains.

Heterogeneity of the Semantic Network
The universal semantic network shown in Fig. 2 is heterogeneous
in both node degrees and link weights. The numbers of polysemies
involving individual meanings are uneven, possibly trending to-
ward a heavy-tailed distribution (Fig. 4). This distribution indicates
that concepts have different tendencies of being polysemous. For
example, EARTH/SOIL has more than 100 polysemies, whereas
SALT has only a few.
Interestingly, we find that this heterogeneity is also universal: The

numbers of polysemies of the various concepts that we studied in
any two languages are strongly correlated with each other. This
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correlation holds despite the observation that the languages differ in
the overall magnitude of polysemy, so that the same concepts are far
more polysemous in some languages than in others (SI Appendix, Fig.
S2). In fact, a simple formula predicts the number of polysemies, nSL,
involving sense S in language L rather well (SI Appendix, Fig. S9):

nmodel
SL ≡ nS ×

nL
N
, [1]

where nS is the number of polysemies involving sense S in the
aggregate network from all languages, N is the total number of
polysemies in this aggregate network, and nL is the number of
polysemies in the language L. This formula is exactly what we would
expect (Materials and Methods and SI Appendix, section II B)
if each language randomly and independently draws a subset
of polysemies for each concept S from the universal aggregate
network, which we can identify as an underlying “universal seman-
tic space” (SI Appendix, Fig. S5). The data for only three concepts,
MOON, SUN, and ASHES, deviate from this linear pattern by
more than the expected sampling errors (p≈ 0.01) in that they
display an initial rapid increase in nSL with nL, followed by a
saturation or slower increase at larger values of nL (SI Appendix,
Fig. S10). These deviations can be accommodated using a slightly
more complicated model described in SI Appendix, section IV.

Discussion
We propose a principled method to construct semantic networks
linking concepts via polysemous words identified by cross-linguistic
dictionaries. Based on the method, we found overwhelming evidence
that the semantic networks for different groups share a large amount
of structure in common across geographic and cultural differences.
Indeed, our results are consistent with the hypothesis that cultural
and environmental factors have little statistically significant effect on
the semantic network of the subset of basic concepts studied here.

To a large extent, the semantic network appears to be a human
universal: For instance, SEA/OCEAN and SALT are more closely
related to each other than either is to SUN, and this pattern is true
for both coastal and inland languages.
These findings have broad implications. Universal structures

in lexical semantics such as we observe can greatly aid re-
construction of human history using linguistic data (37, 38).
Much progress has been made in reconstructing the phylogenies
of word forms from known cognates in various languages, thanks
to the ability to measure phonetic similarity and our knowledge
of the processes of sound change. The relationship between se-
mantic similarity and semantic shift, however, is still poorly un-
derstood. The standard view in historical linguistics is that any
meaning can change to any other meaning (39, 40), and no
constraint is imposed on what meanings can be compared with
detect cognates (41). In contrast to this view, we find that at least
some similarities occur in a heterogeneous and clustered fashion.
Previous studies (9, 19–21, 23, 24, 42–45) have investigated the

presence or absence of universality in how languages structure
the lexicon in a few semantic domains dealing with personal
items like body parts, perceptual elements like color metaphors,
and cultural items like kinship relations. In this work, we study
instead the domain of celestial and landscape objects that one
may a priori expect to be strongly affected by the environment.
We find, however, that the semantic networks on which these
natural objects lie are universal. It is generally accepted among
historical linguists that language change is gradual: Over his-
torical time, words gain meanings when their use is extended to
similar meanings and lose meanings when another word is ex-
tended to the first word’s meaning. If such transitional situations
are common among polysemies, then the meaning shifts in this
domain are likely to be equally universal, and the observed
weights on different links of the semantic network reflect the
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Fig. 3. (A) Illustration of our bootstrap experiments. The Dtriplet between the dendrograms of the Americas and Oceania is 0.56 (indicated by the downward
arrow) (33, 34). This value sits at the very low end of the distribution of distances generated by randomly permuted networks (the red-shaded profile on the
right), but it is well within the distribution that we obtain by resampling random groups from the set of languages (the blue-shaded profile on the left). This
fact gives strong evidence that each pair of groups shares an underlying semantic network, and that the differences between them are no larger than would
result from random sampling (details are provided in Materials and Methods). Therefore, these two language groups are much more closely related than if
concepts were permuted randomly, showing they share a common semantic structure, but they are roughly as related as any pair of language groups of these
sizes, suggesting that the geographic and cultural difference between them have little effect on their structure. (B) Comparing distance metrics, the Pearson
correlation (r) between commute distances (32) on the semantic networks of groups and the Dtriplet and DRF among the corresponding dendrograms (33–35),
on two bootstrap experiments to obtain p1 (Mantel test or randomly permuted dendrograms) and p2 (surrogate groups). The p1 values for the former
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0* denotes a value below 0.001 (i.e., no bootstrap sample satisfied the condition). The Mantel test used 999 replicates for Pearson correlations to calculate p1

values, and 99 bootstrap samples (or 999 when marked with †) were used for p2. Given that we make 11 independent comparisons for any quantity, a
Bonferroni-corrected (36) significance threshold of p1,2 = 0.005 is appropriate for a nominal test size of p=0.05 (more extensively discussed in SI Appendix,
section III B).
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probabilities of words to be in transition. As such, semantic shifts
can be modeled as diffusion in the conceptual space, or along a
universal semantic network, and thus our constructed networks
can serve as important input to methods of inferring cognates.
Our results are obtained from detailed typological studies

from a sample of the world’s languages. We chose to collect data
manually from printed dictionaries. This approach ensures that
our sample is unbiased and representative of the variation known
among languages but foregoes the large sample size that online
digital resources offer, because these data are dominated by a
few languages from developed countries with long-established
writing systems and large speaker populations. We find, however,
that the patterns of polysemy in our data have little correlation
with environmental, social, and other linguistic attributes of the
language. This consistency across language groups suggests that
languages for which digital resources are available are likely to
produce networks similar to those networks created from the full
sample. Therefore, the semantic network constructed here can
be extended with more extensive data from online dictionaries
and digital corpora by automated means (46). In such analysis
with digitally available resources, one can examine if patterns of
polysemy could be shared among more closely related language
groups than the genus level, and if universality holds for other
semantic domains.

Materials and Methods
Polysemy Data. High-quality bilingual dictionaries between a sample of
languages and well-known European languages were used to identify po-
lysemies. The samples of 81 languages were selected to be phylogenetically
and geographically diverse, covering many low-level language families or
genera (16–18, 31) (SI Appendix, section I B). The concepts studied were
taken from the Swadesh list (25), because these concepts are likely to have
historically stable single-word representation in many languages. The do-
main of study was chosen to extend the existing body of cross-linguistic
surveys of lexical polysemy (19–24), and its potential for understanding
historical changes in meaning (19) (SI Appendix, section I).

We use multiple modern European languages (English, Spanish, French,
German, or Russian) interchangeably as semantic metalanguages because

sufficiently high-quality bilingual dictionaries were not available in any one
of these languages (SI Appendix, sections I C and I D). Polysemies were then
identified by looking up the translations (and back-translations) of each of
the 22 concepts to be studied (SI Appendix, section I A) in each language in
our sample. All translations (i.e., all synonyms) were retained. The semantic
metalanguages themselves sometimes display polysemies: English “day,” for
example, expresses both DAYTIME and 24HR PERIOD. In our chosen domain,
however, the metalanguage polysemy did not create a problem because the
lexicographer usually annotates the translation sufficiently. SI Appendix,
section I elaborate the bases for the procedure and methodology.

Mantel Test. The commute distance between two nodes in a network is the
expected number of steps it takes a random walker to travel from one node
to another and back, when the probability of a step along a link is pro-
portional to its link weight (32). We connect all word senses with a small
weight to provide a finite, although large, distance between disconnected
components. To avoid the effect of this modification, the final calculation
excludes distances larger than the number of nodes. We then compare the
Pearson correlation, r*, of the commute distances between networks of
empirical language groups with the distribution of r that is derived from the
bootstrap experiments. The first bootstrap performs the Mantel test (47) by
randomly permuting nodes (word senses) of the observed network (p1), and
the second bootstrap compares random groups of languages of the same
size (p2). These tests are carried out for classification by each of the following
four variables: geography (Americas, Eurasia, Africa, or Oceania), climate
(humid, cold, or arid), topography (inland or coastal), and literary tradition
(presence or absence). The language groups and their sizes are listed in SI
Appendix, Table SIII, and the details of bootstrap methods are provided in
SI Appendix, section III A 1. All these calculations were done using the statistical
package R (48–51).

Hierarchical Clustering Test. A hierarchical spectral algorithm clusters the
Swadesh word senses. Each sense i is assigned to a position in Rn based on
the ith components of the n eigenvectors of the weighted adjacency matrix.
Each eigenvector is weighted by the square of its eigenvalue and clustered
by a greedy agglomerative algorithm to merge the pair of clusters having
the smallest Euclidean distance between their centers of mass, through
which a binary tree or dendrogram is constructed (SI Appendix, Fig. S8).

The distance between the dendrograms obtained from each pair of language
groups is measured by two standard tree metrics. The Dtriplet (33, 34) is the
fraction of the

� n
3

�
distinct triplets of senses that are assigned a different to-

pology in the two trees (i.e., those triplets for which the trees disagree as to
which pair of senses are more closely related to each other than they are to the
third). The DRF (35), is the number of “cuts” on which the two trees disagree,
where a cut is a separation of the leaves into two sets resulting from removing
an edge of the tree.

For each pair of groups, we perform two types of bootstrap experiments. First,
we compare the distance between their dendrograms with the distribution of
distances we would see under a hypothesis that the two groups have no shared
lexical structure.Were this null hypothesis true, the distributionof distanceswould
be unchanged under the random permutation of the concepts at the leaves of
each tree, despite holding fixed the topologies of the dendrograms. Comparing
the observed distance against the resulting distribution gives a P value, called p1 in
Fig. 3. These P values are small enough to reject decisively the null hypothesis.
Indeed, for most pairs of groups the DRF is smaller than the distance observed in
any of the 1,000 bootstrap trials (PK0.001), marked as 0* in the table. These small
P values give overwhelming evidence that the hierarchical clusters in the semantic
networks have universal aspects that apply across language groups.

In the second bootstrap experiment, the null hypothesis is that the non-
linguistic variables, such as culture, climate, and geography, have no effect on
the semantic network, and that thedifferencesbetween languagegroups simply
result from random sampling: For instance, the similarity between the Americas
and Eurasia is what one would expect from any disjoint groups of the 81 lan-
guages of given sizes 29 and 20, respectively. To test this null hypothesis, we
generate random pairs of disjoint language groups with the same sizes as the
groups in question andmeasure the distribution of their distances. The P values,
called p2 in Fig. 3, are not small enough to reject this null hypothesis. Thus, at
least given the current dataset, there is no statistical distinction between ran-
dom sampling and empirical data, further supporting our claims of universality
of conceptual structure (SI Appendix, section III A).

Null Model of Degree Distributions. The simplest model of degree distributions
assumes no interaction between concept and languages. The number of poly-
semies of concept S in language L, that is, nmodel

SL , is linearly proportional to both
the tendency of the concept to be polysemous and the tendency of the

A B

C D

Fig. 4. Rank plot of concepts in descending order of their strengths (total
weight of links) and degrees (number of links) shown in Fig. 2. Entries from
the initial Swadesh list are distinguished with capital letters. (A) In-strengths
of concepts: sum of weighted links to a node. (B) Out-strengths of Swadesh
entries: sum of weighted links from a Swadesh entry. (C) In-degree of the
concepts: number of unweighted links to a node. (D) Out-degree of Swadesh
entries: number of unweighted links from a node. A node strength in this
context indicates the total number of polysemies associated with the concept
in 81 languages, whereas a node degree means the number of distinct
concepts associated with the node regardless of the number of synonymous
polysemies associated with it. The word “heaven,” for example, has the
largest number of polysemies, but most of them are with SUN, so that its
degree is only three.
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language to distinguish word senses. These tendencies are estimated from the
marginal distribution of the observed data as the fraction of polysemy associ-
ated with the concept, pdata

S =ndata
S =N, and the fraction of polysemy in the

language, pdata
L =ndata

L =N, respectively. The model, then, can be expressed as
pmodel
SL =pdata

S pdata
L , a product of the two.

The Kullback–Leibler (KL) divergence is a standard measure of the difference
between an empirical distribution, such as pdata

SL ≡ndata
SL =N, and a theoretical

prediction, pmodel
SL (52, 53). This distance is expressed as:

D
�
pdata
SL

��pmodel
SL

�
≡

X
S, L

pdata
SL   log 

�
pdata
SL

.
pmodel
SL

�
.

We evaluated the statistical significance of the differences between our model
predictions and the experimental degree distribution by comparing the

observed KL divergence with the one expected under multinomial sampling
with probability pmodel

SL . The P value was calculated as the area under the
expected distribution to the right of the observed value (details are provided
in SI Appendix, section IV).
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